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ABSTRACT 
In many cases research in the fields of audiovisual 
speech analysis, synthesis, perception and (automatic) 
recognition is carried out separately with only limited 
account for the neighboring areas. But the author 
claims that these neighboring areas yield huge, 
currently idle potential to improve and better 
understand the field under investigation and that 
human speech as a phenomenon should be looked at 
from a more holistic point of view. This paper briefly 
looks into the fields of audiovisual speech research 
and tries to identify existing links between them as 
well as future collaboration for promising prospective 
mutual benefit. 

Keywords: speech production, speech perception, 
speech synthesis, automatic speech recognition. 

1. INTRODUCTION 
Speech is often seen as audio communication 
between humans my means of words. But it is not 
only what is said that is important, but also how it is 
said, i.e. information in speech is not only transmitted 
by the linguistic content but also by additional pro-
sodic cues. A close look reveals speech production as 
a physiological process that becomes audible and 
visible where the auditory and visual sensory channel 
provide complementary information: some physio-
logical properties (e.g. lip rounding) can be heard and 
seen, others are only audible (e.g. hoarseness), and 
others still are only visible (e.g. frown) – mostly a 
mixture of different auditory and visual information 
occurs. The senses yield different views to the same 
phenomenon. Hence, a holistic view includes both. 

Furthermore, in a communication situation the 
speaker usually acts also as a perceiver of his or her 
own speech. In the latter case vision is rarely 
informative but audition, proprioception, the sense of 
touch from the articulators and the articulatory motor 
control commands are in principle available for 
perceiving one’s own speech. So a broader look at the 
phenomenon of speech involves the speech 
production process at the speaker, the speech 
perception process at the listener, and – nonetheless – 
the feedback of one’s own speech especially during 

speech acquisition (which goes beyond the main 
scope of this paper).  

Although much is known about the speech pro-
duction process, audio speech synthesis is commonly 
not carried out by implementing this knowledge. 
Analogously current automatic speech recognizers 
are not built by "reverse engineering" the human per-
ceptual system. To some extent this is also the case in 
the field of visual speech synthesis and recognition. 
Knowledge of the speech production and perception 
processes is already being used but still hold 
potentials for improvement of automatic systems. 

The investigation of speech production is mainly 
regarded in this paper as analysis of observations of  
the speech production process by means of 
acoustical, optical and other (e.g. articulatory) 
measurements. Current and possible links between 
speech production/analysis, perception, synthesis, and 
recognition are discussed in this paper. These are not 
exhaustive as each individual section is capable of 
filling a book.  

2. HUMAN MACHINE SPEECH 
COMMUNICATION 

Figure 1 shows the communication chain from the 
communication intention to the linguistic and 
paralinguistic information (excluding the internal 
feedback path where the speaker acts simultaneously 
as perceiver). The speech generation process is either 
natural or synthetic and analogously the decoding is 
done either by human perception or by automatic 
recognition. The interface between speech generation 
and registration instances is the transmission of the 
acoustical, optical and physiological (in case of 
articulation measurements) manifestations. 

3. PRODUCTION AND PERCEPTION 
Speech is produced to be perceived. The human 

speech organs and the sensory system have evolved 
jointly and hence can be assumed to be well adjusted 
to one another. Furthermore a human has access to 
his or her own motor control “data” and his or her 
own sensory system while speaking and thus have a 
broad feedback of what is produced – even though a) 
the acoustic feedback has different characteristics
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Figure 2: Speech communication chain. 

 
than the signal that reaches the ear when another 
person is speaking and b) the optical feedback is only 
marginal. (The strongest link between speech 
production and perception is stated in the Motor 
Theory [17]; see a brief discussion in section 6.) 
Insights into both the production and the perception 
processes can be yielded by the view of speech 
production and perception as a partly self-organizing 
system. [5] see the potential benefits of understanding 
such an architecture mainly in terms of speech 
perception such as coarticulation, analysis-by-syn-
thesis, motor theory, categorical perception, invariant 
speech perception, word superiority, and phonemic 
restoration. An interesting initial implementation of 
this idea in the form of an artificial speech acquisition 
and synthesis system can be found in [12]. 

The problem of pronunciation adaptation (section 
4) is also present in human speech recognition – e.g. 
when the speaker is using a language that is not 
native to him or her [29]. But human listeners are 
highly capable of adapting to the speaker’s specific 
pronunciation in case of accented or dialect speech. It 
is unknown whether this is carried out by switching 
between different models, as in multiple baseform 
ASR systems [31], or by an adjustment of a generic 
recognition scheme. But, while the perceiver adapts 
to the speaker specifics, these characteristics and 
linguistic information of the utterance are available 
and used by the listener at the same time. 

4. PRODUCTION AND AUTOMATIC 
RECOGNITION 

Solving the problem of variation in human speech 
production is one major issue of ASR (automatic 

speech recognition) systems as the same utterance is 
never spoken in exactly the same way more than 
once. The pronunciation adaptation implemented in 
current ASR systems on the one hand enhances the 
system performance [28], on the other hand it can be 
used to measure the similarity between a speakers 
pronunciation and that in the training data [8]. There 
are still many characteristics of human speech 
production that are not taken into account in most of 
the current ASR systems, e.g. that the movements of 
the articulators are shifted in phase to one another 
[17], that the speech sounds and their properties do 
not occur sequentially [10], and that articulation 
changes with background noise [20] and speaking 
rate [24]. 

5. PERCEPTION AND AUTOMATIC 
RECOGNITION 

Many properties of the perceptual system are still not 
implemented in current ASR systems. The time 
window of  most current ASR systems is quite short 
compared to that of human perception. Whereas 
knowledge of the speech perception process is 
intuitively valuable for ASR development (e.g. the 
non-uniform frequency resolution of the auditory 
system), some ASR researchers argue that results 
from ASR research also yield insights into human 
speech perception. For example the promising 
outcome of temporal pattern based ASR compared to 
conventional spectral envelop-based ASR [11]. 

The visual modality of speech is already included 
in many experimental ASR systems (see e.g. [21]). 
The main goal is to reduce recognition errors 
although it is also known that in human speech 

ICPhS XVI Saarbrücken, 6-10 August 2007

276 www.icphs2007.de

http://www.icphs2007.de/


perception the visual modality speeds up the neural 
processing of auditory speech [32]. Another known 
effect implemented in recent ASR systems [18] is 
that humans can better detect the presence of speech 
in noise if the according lip movements are visible 
[14]. New valuable insights into the problem of 
speaker variation have been published [25]: Speaker 
characteristics are represented in the human 
perception system in a non-unimodal way. It was 
shown that the auditory intelligibility increases when 
the listener is presented with silent lip movements of 
the same speaker before listening to his or her audible 
utterance. Hence, humans can estimate the 
characteristics of the voice by seeing the lip 
movements. Such a human speaker adaptation yields 
potential for bimodal speaker adaptation in automatic 
systems. 

6. ANALYSIS, SYNTHESIS AND 
PERCEPTION 

The theories that have been developed at the 
intersection of speech production and speech 
perception – such as Acoustic Invariance Theory, 
Adaptive Variability Theory, Motor Theory and 
Direct-Realist Theory (find a comparative description 
in [22]) – are functional rather than computational in 
nature and hence cannot yet feasibly be applied 
directly to speech synthesis and automatic speech 
recognition. Models that can be used to generate 
synthetic speech deal with the physical manifestation 
of speech; therefore they do not actually incorporate 
knowledge of speech production, but rather describe 
the acoustic or visual representation in data-driven 
audio (e.g. [4]) or video (e.g. [2]) synthesis systems 
or the physical properties that are then rendered in 
articulatory synthesizers (e.g. [1]) or “Talking Heads” 
(e.g. [7]). Rather than define the accuracy of the 
model in terms of variance explanation or error 
measures it is common to evaluate the derived 
systems subjectively using human listeners. The 
perceptual relevance of variance explanation or error 
measures in re-synthesized speech is to date far less 
sophisticated compared to technical speech quality 
assessment (PESQ [13]). 

7. SYNTHESIS AND RECOGNITION 
Techniques for speech synthesis commonly have 
little overlap with those applied in automatic speech 
recognition. Furthermore, both are concerned with 
one machine-sided aspect of human-computer-
interaction (human perception of synthesized speech 
or automatic recognition of human utterances, 
respectively). But there are examples where both 
research areas can benefit from one another. One 

application is to use speech recognition features to re-
synthesize speech.  [15] showed that speech 
reconstruction from only MFCC features results in 
reasonably intelligible speech, where the pitch and 
the phase additionally have to be reconstructed to 
achieve good speech quality in terms of naturalness. 
The use of speech synthesis for training and testing 
ASR systems can be extended to automate and hence 
facilitate assessment of both the speech synthesis and 
the ASR system that are involved. 

8. AUDIO-VIDEO CORRELATION 
As visible and audible speech derives from a single 
physiological process, correlations between the 
acoustic and optical representations can be found [33] 
(and [9] who found phoneme-specific correlations 
between linear combinations of visual features and 
linear combinations of audio features). Nevertheless 
the optical and the acoustical manifestation yield 
somewhat complementary information. Both sources 
of information in conjunction lead to better 
intelligibility [30] and to higher recognition rates [23] 
than the use of only one of the channels. This points 
to partial mutual exclusive information in the two 
channels and hence to a complementary nature of 
audible and visible speech with respect to linguistic 
features. To extract information from the sensory 
channels, audition and vision are processed jointly in 
human perception. Speech information present in 
these channels is known to be integrated at a very 
early stage of perception [27] and the auditory and 
visual cortices are not purely sensory-specific [3]. 
The joint usage of audition and vision in human 
perception leads to a synergy effect where 
information of one channel becomes accessible by the 
use of the other channel. This was evidenced on the 
one hand by [25] who could show that a highly 
manipulated (sinewave) speech signal – that was non-
informative when presented alone – was able to 
increase visual intelligibility, and on the other hand 
by [27] who showed the opposite case that a non-
informative speech video (when played alone)  was 
able to increase auditory intelligibility. 

The complementary nature of audiovisual speech 
does not apply only to linguistic information. Some 
paralinguistic information, like frowning, is available 
only in the visual domain, whereas, e.g. hoarseness of 
the voice is only audible. Recent research has proven 
that many prosodic features like word prominence 
[16] or the level of speaker confidence [6] are spread 
over the audio and the video channel.  
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9. SUMMARY 
This paper attempts to show recent joint work and 
possible mutual benefit of the different scientific 
areas of speech research and argues that speech 
communication science is interdisciplinary in nature. 
Engineers in the field of speech technology often 
have profited from results originating from 
humanities and vice versa. But still there are many 
things to learn from one another. 
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